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Schwinger pair creation in a purely time-dependent electric field can be described through a quantum
Vlasov equation describing the time evolution of the single-particle momentum distribution function. This
equation exists in two versions, both of which can be derived by a Bogoliubov transformation, but whose
equivalence is not obvious. For the spinless case, we show here that the difference between these two
evolution equations corresponds to the one between the “in-out” and “in-in” formalisms. We give a simple
relation between the asymptotic distribution functions generated by the two Vlasov equations. As examples
we discuss the Sauter and single-soliton field cases.
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I. INTRODUCTION

The QED effect of spontaneous pair creation of electron-
positron pairs by a strong electric field was conceived by
Sauter as early as 1931 [1] and computed by Schwinger in
1951 for the constant field case [2]. Considerable work has
gone into developing techniques for the calculation of this
effect for more realistic electric field configurations [3–15],
in particular such as can be realized by laser fields (see, e.g.,
[16–18]). In this effort, a special role is played by the case
of a purely time-dependent field. This is because, although
even here analytic results cannot be expected in the generic
case, a formalism exists that allows one to compute the pair
creation rate numerically in a straightforward manner. What
makes the purely time-dependent case very special is that
for such a field the spatial momentum \( \mathbf{k} \) is a good quantum
number. Thus one can fix it, and use a Bogoliubov
transformation between the vacua at initial time and time
t to derive an evolution equation for the density of pairs
\( \mathcal{N}_k(t) \) with fixed momenta. This is the quantum Vlasov
equation (QVE). In the scalar QED case, which we will
consider in this paper, the QVE is usually written in the
form [7,9,19–25]

\[
\mathcal{N}_k(t) = \frac{\omega_k(t)}{2\omega_k(t)} \int_{-\infty}^{t} dt' \frac{\dot{\omega}_k(t')}{\omega_k(t')} (1 + 2\mathcal{N}_k(t')) \times \cos \left[ 2 \int_{t'}^{t} dt'' \omega_k(t'') \right],
\]

where \( \omega_k^2(t) \) is the total energy squared,

\[
\omega_k^2(t) = (k_\parallel - q A_\parallel(t))^2 + k_\perp^2 + m^2.
\]

Here the temporal gauge \( A_0 = 0 \), \( \dot{A}(t) = -E(t) \) has been
used. The field points into a fixed direction, and \( k_\parallel \) denotes
the canonical three-momentum component along the
field. \( \mathcal{N}_k(t) \) is usually taken to be zero initially, that is
at \( t = -\infty \), and for \( t \rightarrow \infty \) turns into the density of created
pairs with fixed momentum \( \mathbf{k} \). This interpretation has been
shown to be consistent with various other approaches to the
time-dependent Schwinger problem, such as the one-loop
effective action [19], the quantum mechanical scattering
approach [25] and the Wigner formalism [26–29]. From a
practical point of view, although the structure of (1) is
not promising for attempts at exact analytical solution, it
is amenable to numerical evaluation, as well as to other
approximation schemes [19,22–25]. Sometimes it is pref-
erable to use the following equivalent system of first-order
differential equations [23]

\[
\frac{d}{dt} \begin{pmatrix}
1 + 2\mathcal{N}_k^{-}\ \\
\mathcal{M}_k^{-}
\end{pmatrix} = \begin{pmatrix}
0 & \frac{\dot{\omega}_k}{\omega_k} & 0 \\
0 & 2\omega_k & \dot{\omega}_k
\end{pmatrix} \begin{pmatrix}
1 + 2\mathcal{N}_k^{-} \ \\
\mathcal{M}_k^{-}
\end{pmatrix},
\]

where \( \mathcal{M}_k^{(\pm)} \) are two auxiliary functions.

As has been emphasized in [19,30], no direct physical
meaning should be ascribed to \( \mathcal{N}_k(t) \) at intermediate times,
due to its dependence on the choice of an instantaneous
adiabatic basis. This implies a large ambiguity which one can try to use for the construction of simpler, but physically equivalent evolution equations. In [31] two of the authors obtained, also using a Bogoliubov transformation but in a form inspired by Lewis-Riesenfeld theory [32–35], the following alternative evolution equation (see also the recent [36] for a systematic approach to the construction of a mathematically optimized adiabatic basis)

$$\tilde{N}_k(t) = \frac{1}{2} \Omega_k^{-}(t) \int_0^t dt' \left[ \Omega_k^{-}(t')(1 + 2\tilde{N}_k(t')) \right] \times \cos \left( \int_0^t dt'' \Omega_k^{(+)}(t'') \right).$$

(4)

Here $\tilde{N}_k(t) = 0$ at $t = -\infty$ as before, and

$$\Omega_k^{(\pm)}(t) := \frac{\omega_{k0}^2(t) \pm \omega_{ki}^2}{\omega_{ki}},$$

(5)

where

$$\omega_{ki} := \lim_{t \to -\infty} \omega_k(t).$$

(6)

Thus we have to assume in the following that this limit is finite, and similarly also

$$\omega_{ki} := \lim_{t \to -\infty} \omega_k(t).$$

(7)

However, this is a minor restriction since, for electric fields that vanish sufficiently fast at $t = \pm \infty$, it can always be achieved in a suitable gauge.

Note that, in contrast to the coefficient functions appearing in the “standard” Vlasov equation (1), the coefficient functions $\Omega_k^{(\pm)}(t)$ do not involve square roots of time-dependent quantities.

For the “alternative” Vlasov equation, two equivalent differential equations were obtained in [31]. The first one is a system of first-order differential equations analogous to (3),

$$\begin{pmatrix}
\dot{\tilde{M}}_k^{(-)} \\
\dot{\tilde{M}}_k^{(+)}
\end{pmatrix} =
\begin{pmatrix}
\Omega_k^{-} & 0 \\
0 & \Omega_k^{(+)}
\end{pmatrix}
\begin{pmatrix}
\dot{\tilde{M}}_k^{(-)} \\
\dot{\tilde{M}}_k^{(+)}
\end{pmatrix}.$$

(8)

The second one is the following linear third order linear differential equation

$$\ddot{F} + 4\omega^2 F + 2(\omega^2) \dot{F} = \frac{(\omega_l^2)}{\omega_l^2},$$

(9)

where the relation between $F(t)$ and $\tilde{N}(t)$ is given by (here and in the following we often drop the subscript $k$)

(our $\omega_l$ corresponds to $\omega_0$ in [31]).

For the alternative Vlasov equation, an interesting set of explicit solutions could be found in terms of the well-known solitons of the Korteweg-de Vries equation [31,37,38].

Mathematically the two evolution equations (1) and (4) are clearly not equivalent, and it remained an open problem to elucidate the physical relation between them. The purpose of the present paper is to show that the difference between them corresponds precisely to the one between the “in-in” and “in-out” formalisms. This will also allow us to find a simple relation between the asymptotic distribution functions $\mathcal{N}(t = \infty)$ and $\mathcal{N}(t = \infty)$. We carry this through in Secs. II and III. As examples, in Sec. IV we discuss the Sauter and single-soliton field cases.

II. THE IN-OUT VLASOV EQUATION

In this chapter we will verify explicitly that the “standard” Vlasov equation corresponds to the “in-out” formalism. The argument essentially follows [30]. The basic equation underlying both evolutions equations is the classical mode equation

$$\ddot{\phi} + \omega_l^2 \phi = 0.$$  

(11)

Assuming that $\phi$ fulfills the mode equation (11), then

$$\mathcal{N}(t) := \frac{\|\phi(t)\|^2 + \omega_l^2 \|\phi(t)\|^2}{2\omega_l(t)} - \frac{1}{2}$$

(12)

solves the Vlasov equation (1). This can be verified most directly by plugging $\mathcal{N}(t)$ into the equivalent differential equation (3), where the two auxiliary functions $\mathcal{M}^{(\pm)}$ are given by

$$\mathcal{M}^{(+)}(t) = -\frac{d}{dt} \|\phi(t)\|^2,$$

$$\mathcal{M}^{(-)}(t) = \frac{\|\phi(t)\|^2 - \omega_l^2 \|\phi(t)\|^2}{\omega_l(t)}.$$  

(13)

Now, under our assumption that $\omega_l := \lim_{t \to -\infty} \omega_l(t)$ converges, we can decompose the mode solution for $t \to -\infty$ as

$$\phi(t) \rightarrow A_0 \frac{e^{i\omega_l t}}{\sqrt{2\omega_l}} + B_0 \frac{e^{-i\omega_l t}}{\sqrt{2\omega_l}},$$  

(14)

leading to

$$\mathcal{N}(t) \rightarrow \frac{1}{2} (|A_0|^2 + |B_0|^2) - \frac{1}{2}.$$  

(15)


If we further assume that initially there are no particles present, standard quantum field theory arguments imply that $A_0 = 0$, and $\lim_{t \to -\infty} N(t) = 0$ together with (15) then shows that $|B_0|^2 = 1$. Thus the relevant solution of the mode equation will obey (up to an irrelevant phase factor)

$$\phi(t) \underset{t \to \infty}{\longrightarrow} \frac{1}{\sqrt{2\omega_i}} e^{-i\omega_i t}. \quad (16)$$

At future infinity, in the in-out formalism we have to expand the mode solution in terms of plane waves with the final frequency,

$$\phi(t) \underset{t \to \infty}{\longrightarrow} A_\infty \frac{e^{i\omega_i t}}{\sqrt{2\omega_i}} + B_\infty \frac{e^{-i\omega_i t}}{\sqrt{2\omega_i}}. \quad (17)$$

Similarly to (15) this yields

$$N_\infty := \lim_{t \to -\infty} N(t) = \frac{1}{2} (|A_\infty|^2 + |B_\infty|^2) - \frac{1}{2}. \quad (18)$$

A further relation is obtained from the Wronskian constraint (see, e.g., [31])

$$\text{Wr}[\phi, \phi^*] \equiv \phi(t)\dot{\phi}^*(t) - \phi^*(t)\dot{\phi}(t) = i \quad (19)$$

which gives

$$|B_\infty|^2 - |A_\infty|^2 = 1. \quad (20)$$

Using this equation in (18) to eliminate $B_\infty$ we obtain the simple expression

$$N_\infty = |A_\infty|^2 \quad (21)$$

for the final density of created pairs (at fixed momentum $k$).

### III. THE IN-IN VLASOV EQUATION

We will now proceed analogously for the alternative Vlasov equation (4). Here the analogue of (12), that is, an explicit solution of (4) in terms of the solution of the mode equation (11), turns out to be

$$\tilde{N}(t) = \left[ \frac{1}{2}(\phi(t)|^2 + \omega_i^2 |\phi(t)|^2) \right] - \frac{1}{2} \quad (22)$$

as can again be verified simply by plugging into the differential equation system (8). The auxiliary functions $\tilde{\mathcal{M}}^{(+)}$ are now given by

$$\tilde{\mathcal{M}}^{(+)} = -\frac{|\dot{\phi}(t)|^2 - \omega_i^2 |\phi(t)|^2}{\omega_i},$$

$$\tilde{\mathcal{M}}^{(-)} = -\frac{d}{dt} |\phi(t)|^2 \quad (23)$$

[Note the interchange of (+) and (−) as compared to (13)]. The corresponding solution of the third-order differential equation (9) is

$$F(t) = \frac{1}{\omega_i} \left( |\phi(t)|^2 - \frac{1}{2\omega_i} \right). \quad (24)$$

For the sake of completeness, in the Appendix we show how to derive this solution, as well as the equation itself, directly from Lewis-Riesenfeld theory. Since (22) differs from (12) only by the replacement of $\omega(t)$ by $\omega_i$, the asymptotic expansion of $\tilde{N}(t)$ for $t \to -\infty$ agrees with the one of $N(t)$, Eq. (15). However, at large times things are very different. To get formulas analogous to (17), (18) we now have to project on plane waves with the initial frequencies. Namely, defining $A_\infty, B_\infty$ by

$$\phi(t) \underset{t \to \infty}{\longrightarrow} A_\infty \frac{e^{i\omega_i t}}{\sqrt{2\omega_i}} + B_\infty \frac{e^{-i\omega_i t}}{\sqrt{2\omega_i}} \quad (25)$$

Eq. (22) gives

$$\tilde{N}(t) \underset{t \to -\infty}{\longrightarrow} \frac{1}{2} (|\tilde{A}_\infty|^2 + |\tilde{B}_\infty|^2) - \frac{1}{2}. \quad (26)$$

Using also the Wronskian constraint to eliminate $\tilde{B}_\infty$, we find

$$\tilde{N}_\infty := \lim_{t \to -\infty} \tilde{N}(t) = |\tilde{A}_\infty|^2. \quad (27)$$

Thus $\tilde{N}$ asymptotically measures the presence of negative frequency components with respect to the initial energies. This provides an explicit way of seeing that the alternative Vlasov equation (4) pertains to the in-in formalism.

To be able to transform between the two equations we need to know also how $N(t)$ is written asymptotically in terms of the coefficients $A_\infty, B_\infty$ of the expansion of $\phi$ in terms of final frequencies, Eq. (17). Here we find

$$\tilde{N}(t) \underset{t \to \infty}{\longrightarrow} \frac{\omega_i^2 + \omega_f^2}{4\omega_i\omega_f} (|A_\infty|^2 + |B_\infty|^2) - \frac{1}{2}$$

$$+ \frac{\omega_i^2 - \omega_f^2}{4\omega_i\omega_f} (A_\infty B_\infty e^{2i\omega_i t} + A_\infty^* B_\infty^* e^{-2i\omega_f t}). \quad (28)$$

Comparing with (18) we see that $N(t)$ and $\tilde{N}(t)$ will agree for $t \to \infty$ if and only if $\omega_f = \omega_i$. Otherwise $\tilde{N}(t)$ will not even converge, due to the oscillating terms in the second line of (28). To eliminate these terms, we can use asymptotic averaging. Defining the asymptotic average of a function $f(t)$ for large $t$ as usual by
we get the transformation formula
\[
2N_{\infty} + 1 = 2 - \frac{\omega_i \omega_f}{\omega_i^2 + \omega_f^2} (2\tilde{N} + 1)_{\infty},
\]
(30)

IV. EXAMPLES

We will illustrate the differences between $N(t)$ and $\tilde{N}(t)$ with two examples for which closed-form solutions of the

\[
\phi(t) = \frac{1}{\sqrt{2\omega_0e^{\omega_0 t}(-e^{\tilde{\omega}_0 t} + 1)}} \left( \frac{1}{2} - \frac{i}{2} \left( \frac{\omega_0 - 2 - \sqrt{\frac{1}{4} + E_0^2 t^4}}{\omega_0} - \frac{i}{2} \sqrt{\frac{5}{4} + E_0^2 t^4} \right), \right.
\]
\[
\times \left( \frac{1}{2} - \frac{i}{2} \left( \frac{\omega_0 - 2 - \sqrt{\frac{1}{4} + E_0^2 t^4}}{\omega_0} + \frac{i}{2} \sqrt{\frac{5}{4} + E_0^2 t^4} \right) \right) \right) \nonumber
\]

where $\omega_0 = \sqrt{k^2 + m^2}$, and the gauge has been chosen such that $\omega_i = \omega_0$. For our example, we use the parameters $E_0 = q = k_\| = 1$, $\omega_0 = 1.1$, $\tau = 2$. Plugging $\phi(t)$ into (12) and (22) results in expressions for $N(t)$ and $\tilde{N}(t)$ which are too lengthy to be given here. A Mathematica plot of both function for the our parameter values is shown in Fig. 1. Here $\omega_f = 3.04 \neq \omega_i = \omega_0 = 1.1$, therefore as stated above $\tilde{N}(t)$ keeps oscillating for $t \to \infty$. It is easily checked that the transformation formula (30) between $N_{\infty}$ and $\langle \tilde{N}\rangle_{\infty}$ is fulfilled.

Our second example is a “solitonic” electric field. In [31,37] it had been shown that an infinite set of special solutions to the alternative Vlasov equation can be explicitly constructed using the well-known soliton solutions of the Korteweg-de-Vries equation. The simplest of these field configurations is given by

\[
E(t) = E_0 \text{sech}^2 (t/\tau)
\]
(31)

which we can realize by

\[
A^\mu = (0, 0, 0, E_0 \tau (1 + \tanh(t/\tau))).
\]
(32)

The solution to the mode equation obeying (16) is [39]

\[
qA(t) = k_\| - \sqrt{k_\|^2 + \frac{2\omega_0^2}{\cosh^2(\omega_0 t)}},
\]
(34)

where again $\omega_i = \omega_0$. The solitonic character of the associated solutions shows itself in the property that $\lim_{t \to \infty} N(t) = 0$ for the $k$ used in the definition of the field (34). This does not mean that such an electric field does not pair-create at all, but it can be tuned not to pair-create at a given momentum. The solution to the mode equation obeying (16) is [31]

\[
\phi(t) = \frac{1}{\sqrt{2\omega_0}} \frac{e^{-i\omega_0 t} (1 - ie^{2\omega_0 t})}{1 + e^{2\omega_0 t}}.
\]
(35)

Plugging this into (12) reprs. (22) gives

FIG. 1 (color online). A comparison of $N(t)$ (damped oscillating blue curve) against $\tilde{N}(t)$ (oscillating red curve) for the timelike Sauter field.

FIG. 2 (color online). A comparison of $N(t)$ (double peaked blue curve) against $\tilde{N}(t)$ (single peaked red curve) for the simplest solitonic field.
\[ \mathcal{N}(t) = \frac{4 + \text{sech}^4(\omega_0 t) + 2 \cosh(2\omega_0 t)}{8 \sqrt{1 + 2 \text{sech}^2(\omega_0 t)}} - \frac{1}{2}, \]
\[ \tilde{\mathcal{N}}(t) = \frac{1}{8 \cosh^2(\omega_0 t)}. \]  
(36)

In Fig. 2 we show a plot of both functions \( \mathcal{N}(t) \), \( \tilde{\mathcal{N}}(t) \). Note the simplicity of \( \tilde{\mathcal{N}}(t) \), the symmetry with respect to \( t = 0 \), the absence of oscillations and the vanishing of both functions for \( t \to \infty \).

V. CONCLUSIONS

We have clarified here the relation of the Vlasov equation for the creation of scalar pairs by time-dependent fields, recently proposed in [31], to the older and widely used one of [9]. The difference between both equations boils down to a projection on final states with initial vs final frequencies, that is, just to the distinction between the “in-in” vs the “in-out” formalisms. If the initial and final frequencies are equal, \( \omega_f = \omega_i \), the asymptotic pair production rates coincide. This is the case, in particular, for the family of “solitonic” fields found in [31,37]. Thus the property of the associated solutions of the alternative Vlasov equation to have a vanishing asymptotic pair creation rate is shared by the corresponding solutions of the standard Vlasov equation.

If \( \omega_f \neq \omega_i \) the latter equation is, as the in-out one, the appropriate one in the context of laboratory experiments (the in-in formalism figures prominently in cosmology, see, e.g., [40,41]). In any case, with the transformation formula (30) in hand both equations can be used equivalently according to mathematical convenience.
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APPENDIX

For completeness, in this appendix we provide a direct derivation of the third-order equation (9), and its solution, using the Lewis-Riesenfeld approach to QED of [31]. To avoid undue repetition, in this appendix we refer the reader to [31] for the general set-up and notation. The Hermitian conjugates of the fields in (6) of [31] are

\[ \hat{\phi}_k^* = \hat{a}_k^\dagger(t)\phi_k^*(t) + \hat{b}_{-k}(t)\phi_k(t), \]
\[ \hat{\tilde{\phi}}_k = \hat{a}_k(t)\phi_k(t) + \hat{b}_{-k}^\dagger(t)\phi_k^*(t), \]  
(36)

where the quantum invariants \( \hat{a}_k(t), \hat{a}_k^\dagger(t) \) and \( \hat{b}_{-k}(t), \hat{b}_{-k}^\dagger(t) \) are the time-dependent annihilation and creation operators for particle and antiparticle, respectively, and the auxiliary field \( \phi_k \) obeys (11). The vacuum expectation values of the equal-time correlation functions are

\[ \langle \hat{\phi}_k \hat{\phi}_k^* \rangle = |\phi_k(t)|^2, \]
\[ \langle \hat{\tilde{\phi}}_k \hat{\phi}_k \rangle = -\frac{d}{dt}|\phi_k(t)|^2, \]
\[ \langle \hat{\tilde{\phi}}_k \hat{\tilde{\phi}}_k \rangle = |\phi_k(t)|^2. \]  
(36)

The mode solution may be written as (now dropping the subscript \( k \))

\[ \phi(t) = \rho(t)e^{-i\omega(t)}, \]  
(36)

which from the quantization rule (19) satisfies the nonlinear equation

\[ \dot{\rho}(t) + \omega^2(t)\rho(t) - \frac{1}{4\rho^3(t)} = 0. \]  
(36)

The expectation value of the Hamiltonian (1) of [31] equated to the integral of the frequency change for the potential energy

\[ \langle \dot{H}(t) \rangle = \rho^2 + \omega^2\rho^2 + \frac{1}{4\rho^2} = \int_0^t dt'\langle \dot{\omega}(t')\rangle\rho^2 \]  
(36)

leads to (A4). We may write the expectation values (A2) in terms of \( \rho \):

\[ \langle \hat{\phi}^\dagger \hat{\phi} \rangle = \rho^2, \]
\[ \langle \hat{\tilde{\phi}}^\dagger \hat{\phi} + \hat{\phi} \hat{\tilde{\phi}} \rangle = 2\rho\dot{\rho}, \]
\[ \langle \hat{\tilde{\phi}}^\dagger \hat{\tilde{\phi}} \rangle = \rho^2 + \frac{1}{4\rho^2}. \]  
(36)

Finally, using (A3) and (A4) we obtain (24) and its first three derivatives

\[ \omega_1 F = -\rho^2 + \frac{1}{2\omega_1}, \]
\[ \omega_1 \dot{F} = -2\dot{\rho}, \]
\[ \omega_1 \ddot{F} = -2\left(\frac{\rho^2 + 1}{4\rho^2}\right) + 2\omega^2\rho^2, \]
\[ \omega_1 \dddot{F} = 8\omega^2\ddot{\rho} + 2(\omega^2)^2\rho^2. \]  
(36)

Now (9) follows from (A7). Note that \( F, \dot{F}, \ddot{F} \) are determined by the correlation functions (A6) and that (9) is a linearization of (A4).