Perfect transmission and Aharanov-Bohm oscillations in topological insulator nanowires with nonuniform cross section
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Topological insulator nanowires with uniform cross section, combined with a magnetic flux, can host both a perfectly transmitted mode and Majorana zero modes. Here we consider nanowires with rippled surfaces—specifically, wires with a circular cross section with a radius varying along its axis—and we calculate their transport properties. At zero doping, chiral symmetry places the clean wires (no impurities) in the AIII symmetry class, which results in a Z topological classification. A magnetic flux threading the wire tunes between the topologically distinct insulating phases, with perfect transmission obtained at the phase transition. We derive an analytical expression for the exact flux value at the transition. Both doping and disorder break the chiral symmetry and the perfect transmission. At finite doping, the interplay of surface ripples and disorder with the magnetic flux modifies quantum interference such that the amplitude of Aharanov-Bohm oscillations reduces with increasing flux, in contrast to wires with uniform surfaces where it is flux-independent.
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I. INTRODUCTION

Three-dimensional topological insulators (TIs) are bulk insulators supporting a topologically protected metallic Dirac-like surface state [1–3]. Spin-momentum locking strongly affects the transport properties of these materials, since closed electron trajectories contribute to quantum interference with a π Berry phase [4]. In particular, when such a system is realized in the confined geometry of a nanowire, electrons accumulate the π Berry phase when looping the wire, resulting in a gapped surface-state spectrum [5–7]. A magnetic flux of \( \phi_0 = h/e \) through a uniform nanowire exactly compensates this phase and eliminates the surface-state gap [6–9]. The closing of the gap is accompanied by the appearance of a perfectly transmitted mode, which plays a central role in the physics of TI nanowires [4].

The parity of the number of modes is reflected in transport. Theoretically, the normal state conductance oscillates with the magnetic flux with a period of \( h/e \) for weak disorder and \( h/2e \) for strong disorder, with a magnetic-field-independent amplitude [7]. Experiments observe such magneto-oscillations with a period consistent with the theoretical predictions, but with an amplitude that decays with increasing magnetic field strength [10–12]. Moreover, the odd number of modes is a crucial feature underlying the emergence of topological superconductivity in wires coupled to superconductors via the proximity effect [13]. At a normal-superconducting interface, the perfectly transmitted mode can be split into Majorana modes realizing a Majorana interferometer [14].

The perfectly transmitted mode and its consequences, while robust to scalar disorder, rely on the uniformity of the wire in order to have a constant flux through it. This raises the question of what effects ripples in the surface, leading to a cross section that varies along the wire, have on transport properties in TI nanowires. Such curvature effects are well studied in various systems: in graphene, for example, smooth variations on microscopic length scales (such as surface ripples, corrugations, or strain) introduce local curvature into the low-energy theory of Dirac fermions via fictitious gauge fields [15,16]. These gauge fields lead to huge pseudomagnetic fields that can drastically alter the transport properties [17–23]. Effective gauge fields are similarly induced by strain in topological crystalline insulators [24] and Weyl semimetals [25], but such effects are less studied in TI nanowires [6,26]. Since a change in the circumference of a wire leads to a local variation in the magnetic flux, the emergent time-reversal symmetry at half a flux quantum is absent. The varying flux, therefore, has the potential to localize the perfectly transmitted mode and eliminate the chance for robust transport or the formation of Majorana fermions.

In this work, we address the above-mentioned questions by studying how random ripples in the surface of TI nanowires (see Fig. 1) affect its transport properties. The curved wire geometry is modeled by an intrinsic gauge field in the Dirac equation, which originates from the spin connection [26,27]. This gauge field preserves the chiral symmetry of the clean wire at the Dirac point—in contrast to scalar disorder, which breaks it—and places the wire in the AIII symmetry class characterized by a Z topological index [28,29]. At the Dirac point for a clean wire, we can change the topological index to any Z value by tuning the magnetic field, and obtain a perfect transmission at the phase transition between topologically
FIG. 1. A schematic plot of a topological insulator nanowire with a rippled surface. The radius of the wire \( a(x) \) fluctuates in the longitudinal direction around a mean radius \( a_0 \) with a disk cross section at every \( x \). A magnetic field \( B \) is applied along the symmetry axis.

distinct classes. Both scalar disorder and a finite chemical potential break the chiral symmetry and lead to a reduction in the conductance. Similarly, the combination of ripples and scalar disorder randomizes the interference between distinct paths winding the wire, which results in a decreasing amplitude of magneto-oscillations with increased magnetic flux.

II. MODEL

We assume the bulk of the topological insulator wire to be a perfect insulator, consistent, for example, with recent experiments on BiSbTeSe\(_2\) nanoribbons [30,31]. Even in materials with conducting bulk, the surface-state contribution can be isolated and is unaffected by the bulk [32]. We model the metallic boundary of a wire of length \( L \) as a rotationally symmetric two-dimensional compact manifold with radius \( a(x) \) that varies along the length of the wire. This surface can be described with the 2 + 1D metric (in natural units)

\[
g_{\mu\nu}(x) = \text{diag}[-1, 1 + (\delta_a a)^2, \sigma^2],
\]

where the index \( \mu, \nu = t, x, \theta \) runs over the temporal coordinate \( t \) and the spatial coordinates \( x \) running along the length of the wire, and \( \theta \) is the angle of rotation about the symmetry axis. The nanowire is further coupled to a coaxial magnetic field \( B \) as shown in Fig. 1.

Assuming the nanowire’s bulk to be a perfect insulator [1–4,33], the effective Hamiltonian for the geometry (1) takes the form (see Appendix A for derivation)

\[
H = v_F \left[ \sigma_y g_{\theta x}^{-1/2} (-i\hbar \partial_x + A_x) + \sigma_z g_{\theta \theta}^{-1/2} (-i\hbar \partial_\theta + eA_\theta) \right].
\]

Here \( v_F \) is the Fermi velocity, approximately equal to \( 5 \times 10^5 \) m/s in Bi\(_2\)Te\(_3\) and Bi\(_2\)Se\(_3\) [10,11], and \( \sigma_y \) and \( \sigma_z \) are the Pauli matrices. The two vector potentials

\[
A_\theta = \frac{Ba^2(x)}{2}, \quad A_x = \frac{-i\hbar \delta_\theta a(x)}{2a(x)},
\]

should not be thought of as the components of a single vector potential, even though we choose to denote them as if they were. Instead, their physical origin is distinct: \( A_\theta \) describes the minimal coupling of the Dirac equation with the (three-dimensional) magnetic field \( B \), while \( A_x \) is a spin connection that takes the form of an imaginary curvature-induced gauge potential, and ensures that the Hamiltonian is Hermitian,

\[
\int_M dx \, d\theta \sqrt{g} \Psi \Psi^\dagger = \int_M dx \, d\theta \sqrt{g}(H\Psi)^\dagger \Psi,
\]

where \( g \) is the determinant of the metric. The \( 2\pi \) rotation of the momentum-locked spinor around the symmetry axis is incorporated in the antiperiodic boundary condition \( \Psi(x, \theta + 2\pi) = -\Psi(x, \theta) \) [6,9].

The fluctuations \( \delta a(x) = a(x) - a_0 \) around the mean radius \( a_0 \) are taken to be Gaussian correlated,

\[
\langle \delta a(x)\delta a(x') \rangle = \delta_0^2 \exp \left(-\frac{|x - x'|^2}{\xi_a^2} \right),
\]

with \( \langle \cdots \rangle \) denotes the average, \( \delta_0 \) is the amplitude of radius fluctuations, and \( \xi_a \) is the characteristic ripple length in this work, we take \( a_0 = 30 \) nm. The scalar disorder potential \( V(x, \theta) \) is also taken to be Gaussian correlated,

\[
\langle V(x, \theta)V(x', \theta') \rangle = V_F \frac{\left(\theta V_F\right)^2}{2\xi_0^2},
\]

with amplitude \( V_F \) and correlation length \( \xi_0 \). In all the data in this paper, we take the wire length \( L = 300 \) nm \( \gg \xi_0, \xi_a \).

We numerically calculate the conductance for a given surface geometry and disorder realization via the Landauer formula \( G = (e^2/h)\text{Tr} t^i \), with \( t \) the matrix of transmission amplitudes, using the procedure described, e.g., in Refs. [33–36]. We then average over an ensemble of 1000 different realizations. A subtlety in the calculation is in the normalization of the transverse modes, which arises since the radius of the nanowire depends on the \( x \) coordinate. From the solutions \( \Psi \) of the Schrödinger equation \( H \Psi = E \Psi \), with \( H \) the Hamiltonian (2) and \( E \) the Fermi energy, the transport modes \( \phi \) carrying unit current are obtained (see Appendix B for derivation) as

\[
\varphi_\nu(x) = \sqrt{2\pi a(x)R} \int_0^{2\pi} d\theta e^{-i(n-\frac{1}{2})\theta} \Psi(x, \theta),
\]

where the rotation matrix \( R = (\sigma^z \sigma^z) / \sqrt{2} \), and the current operator \( J^i = \partial H / \partial p_i = \sigma^i \) with \( p_i = [1 + (\partial_a a)^2]^{-1/2} \partial_i \), the momentum parallel to the nanowire surface along the length of the wire. In this basis, the transfer matrix \( T_{m,n} \), defined from \( \varphi_m(L) = T_{m,n}\varphi_n(0) \), is found to be

\[
T_{m,n} = P_\Lambda \exp \left[ \int_0^L dx M_{m,n}(x) \right],
\]

\[
M_{m,n}(x) = i \frac{1}{\hbar v_F} \left[ E_F \delta_{a,m} - V_{nm}(x) \right] \sqrt{1 + (\partial_a a)^2} \sigma^z + \delta_{a,m} \frac{\sqrt{1 + (\partial_a a)^2}}{a} \left( n - \frac{1}{2} + e \frac{Ba^2}{2\hbar} \right) \sigma_\nu,
\]

where \( P_\Lambda \) is the path ordering operator and \( V_{nm} = \frac{1}{2\pi} \int_0^{2\pi} d\theta e^{i(n-m)\theta} V(x, \theta) \). From the transfer matrix, one obtains the transmission matrix \( t \) and the conductance.

III. CHIRAL SYMMETRY AT ZERO DOPING

A clean but rippled nanowire at zero doping is chiral symmetric, \( \sigma^z H \sigma^z = -H \), with respect to the Dirac point, and therefore belongs to the symmetry class AIII [28,29].
AIII has a $\mathbb{Z}$ topological classification, and in the nanowires we can tune between the distinct topological phases with the magnetic flux $\phi$. A perfectly transmitted mode accompanies the transition between distinct phases at the Dirac point, and it gives rise to a quantized conductance at the critical points.

To demonstrate this, we plot in Fig. 2 the conductance $G$ at the Dirac point of a clean rippled nanowire as a function of the magnetic flux $\phi/\phi_0 = B\delta_a/2$. The conductance peaks at one conductance quantum at magnetic flux values given by

$$\frac{\phi_{\text{max},n}}{\phi_0} = a_0^2 \left(n + \frac{1}{2}\right) \int_0^L dx a^{-1} \sqrt{1 + (\delta a)^2},$$

which are obtained from the transfer matrix (8) and depend on the specific nanowire geometry (see Appendix B). This expression reduces to $\phi_{\text{max},n}/\phi_0 = n + 1/2$ for uniform wires. When the nanowire radius fluctuates smoothly, $\delta a \ll \xi$, the formula above is simplified and the maximum is shifted compared to the uniform cylinder by

$$\frac{\phi_{\text{max},n}}{\phi_0} = (n + 1/2) \int_0^L dx \delta a^2 / a_0^2.$$ 

By averaging over surface realizations, this shift takes the form

$$\langle \delta \phi \rangle / \phi_0 = \frac{\delta a^2}{a_0^2} \left(n + \frac{1}{2}\right),$$

consistent with numerical results (data not shown). The perfectly transmitted mode indicates a topological phase transition. For the AIII symmetry class in one dimension, the topological index $v$ that characterizes the system is equal to the number of negative eigenvalues of the reflection matrix $r$ [37–39]. In Fig. 2, we plot this topological index $v$ for the same parameters. The conductance maxima at $\phi_{\text{max},n}$ occur exactly at the points where $v$ jumps by 1; since at these points one of the reflection eigenvalues changes sign, it must be equal to zero at the transition, resulting in a perfectly transmitted mode. We note that even if for any given disorder realization a perfect conductance is obtained at some value of the flux, if the conductance is averaged over, one would expect it to decay as a function of the system size. This is discussed in more detail in Appendix C.

**IV. CHIRAL SYMMETRY BREAKING AT FINITE DOPING**

Both scalar disorder potential $V$ and finite doping $E_F \neq 0$ break the chiral symmetry (Fig. 3). In contrast to the uniform wire ($\delta_a = 0$), where there is a perfectly transmitted mode at finite energies—due to the effective time-reversal symmetry obtained at half a flux quantum—in the rippled wires we obtain such a mode only at the Dirac point. For a rippled wire, for three different disorder strengths, the average conductance $G$ drops with increasing doping [Fig. 3(a)]. For clean rippled wires, the conductance indeed drops below $e^2/h$ at finite energies, while for finite disorder strengths $K_V$ at the Dirac point $E_F = 0$. Parts (a) and (b) are shown for different disorder strengths $K_V$, while (c) is shown for different ripple amplitudes $\delta_a$; the dashed line is a linear fit to the numerical data at small $K_V$. 

**FIG. 2.** The conductance $G$ (left axis) and the topological index $\delta v = v(\phi) - v(\phi = 0)$ (right axis) for a single surface realization of a clean TI nanowire at the Dirac point $E_F = 0$ and at $\delta_a = 5$ nm (solid line), as a function of the magnetic flux $\phi/\phi_0 = B\delta_a/2$. The conductance maxima at $G = e^2/h$ at the fluxes $\phi_{\text{max},n}$ given by Eq. (9). The dotted line shows for comparison the conductance of a uniform wire with $\delta_a = 0$.

**FIG. 3.** Conductance $G$, averaged over disorder and geometry at a fixed flux $\phi/\phi_0 = 1/2 + \delta_a^2/2a_0^2$, as a function of (a) chemical potential $E_F$; (b) ripple amplitude $\delta_a^2$ at the Dirac point $E_F = 0$; and (c) disorder strength $K_V$ at the Dirac point $E_F = 0$. Parts (a) and (b) are shown for different disorder strengths $K_V$ while (c) is shown for different ripple amplitudes $\delta_a$; the dashed line is a linear fit to the numerical data at small $K_V$. 
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given by Eq. (10). By increasing $\delta_a$ the conductance decreases linearly for different values of the scalar disorder strength, with a slope that increases with increasing $K_V$. In Fig. 3(c) we show how the average conductance depends on the scalar disorder $K_V$ for different values of the amplitude of the radius fluctuation $\delta_a$ and at flux $\phi = (1/2 + \delta_a^2/2a_0^2)\phi_0$. The drop is nonlinear for large $K_V$, and at small $K_V$ it is proportional to $K_V$. Hence, the conductance drop at the phase transition point indicates that the chiral symmetry breaking effect becomes stronger by increasing the amplitude of the radius fluctuations in a disorder wire.

V. QUANTUM INTERFERENCE AT FINITE DOPING

In uniform wires ($\delta_a = 0$), the conductance at weak disorder shows Aharonov-Bohm oscillations with period $h/e$, with a chemical potential dependent $\pi$-phase shift [7]; here we discuss the faith of these oscillations in rippled wires. In Fig. 4(a) we plot the average conductance $G$ as a function of the chemical potential $E_F$ for two different values of the magnetic flux and two different $\delta_a$ in the weak disorder regime. For small $\delta_a$, the conductance $G$ oscillates as a function of doping with a period equal to the level spacing $\Delta = \hbar v_F/a_0$. The local maxima of $\phi/\phi_0 = 1/2 + \delta_a^2/2a_0^2$ are at the same energies as the local minima of $\phi = 0$ and vice versa. This interference pattern is very similar to that obtained in uniform cylinder nanowires, and it shows that the time-reversal symmetry breaking effect is weak for small $\delta_a$. In contrast, by increasing $\delta_a$ to one-tenth of the radius $a_0$, the amplitude of the oscillations becomes very small at 30 meV. That means that the interference is incoherent, since after a complete loop around the wire the phase accumulated is random.

In Fig. 4(b), we plot the average conductance $G$ in the ballistic limit as a function of the magnetic flux $\phi$ for two different values of the chemical potential and three different values of $\delta_a$. For a uniform cylinder we have a perfect $\phi_0$ Aharonov-Bohm magneto-oscillation period in the conductance. By increasing $\delta_a$, the amplitude of the oscillations decreases at higher magnetic fluxes. As a result, the Aharonov-Bohm interference period is gradually lost at higher fluxes and the conductance drops. In Fig. 4(c) we study the magneto-oscillation period of the conductance in the diffusive limit, where $K_V$ is large, for different values of $\delta_a$. In the uniform cylinder $\delta_a = 0$ we have a $\phi_0/2$ period. The maxima of the conductance are understood by weak antilocalization, since, for a perfect wire, at $\phi = n/2\phi_0$ the system is time reversal symmetric. At $\delta_a \neq 0$ we break time-reversal symmetry universally, except at zero flux. As a result, the height of the weak antilocalization peaks decreases with increasing $\delta_a$. Eventually, at large values of $\delta_a$ and $\phi$, the local deviations in magnetic flux due to ripples become large enough that the phase between time reversed paths is randomized, resulting in a loss of quantum interference and the conductance decreases almost monotonically (see also [40]). Both in the diffusive and the ballistic limit the reduction of the magneto-oscillation amplitude of the conductance is in contrast with the uniform cylinder nanowire, where the amplitude of the oscillations remains the same for all values of the magnetic flux, theoretically up to infinite flux. The effect is stronger in the diffusive limit when the $\delta_a/a_0$ ratio is small, where essentially any magneto-oscillation signal can only be observed up to two quantum fluxes.

VI. FLUCTUATIONS IN THE AZIMUTHAL DIRECTION

Up to this point, we ignored, for simplification, radius fluctuations in the azimuthal $\theta$ direction. In the more general case when the radius fluctuates in both directions, $a = a(x, \theta)$, the Hamiltonian takes the form (see Appendix A for derivation)

$$H_E = \frac{1}{\sqrt{1 + a^2}^2} \sigma^x(-i\partial_x + \Sigma_x) + \frac{\sqrt{1 + a^2}^2}{\sqrt{a^2 + a^2_0 + a^2_0 a^2}} \sigma^y(-i\partial_\theta + \Sigma_\theta - i\frac{a_0 a_0 \partial_\theta}{1 + a^2_0}).$$

(11)
where
\[
\mathcal{Z}_t = -i \frac{a_0 a_t (a_t^2 - 3) - a_t (1 + a_t^2) (2a + a_0)}{4(1 + a_t^2) \sqrt{a_t^2 + a_0^2 + a_t^2 a_0^2}}.
\]
\[
\mathcal{Z}_\theta = -i \frac{a_\theta a_\theta (a_\theta^2 - 3) - a_\theta a_\theta (1 + a_\theta^2) + Ba^2}{4(1 + a_\theta^2) \sqrt{a_\theta^2 + a_\theta^2 + a_\theta^2 a_\theta^2}}.
\]

VII. DISCUSSION AND CONCLUSIONS

In this work, we have explored the robustness of the perfectly transmitted mode, obtained at half a flux quantum through uniform topological insulator nanowires, to ripples in the surface. We found that perfect transmission is generally not obtained when the ripples are combined with either scalar disorder or finite doping (or both). However, a chiral symmetry at the Dirac point in clean wires is not broken by general surface deformations, and it results in a \(\mathbb{Z}_2\) topological classification of the wires. A magnetic flux along the wire can tune between distinct topological phases, and we analytically calculated the flux value at which a transition between them is obtained [see Eq. (9)] in the case of azimuthally symmetric deformations. Since the phases are characterized by a topological quantum number that is the sum of negative reflection eigenvalues, a perfect transmission is obtained at the transition points. The combination of ripples and scalar disorder alters transport by locally breaking time-reversal symmetry. In particular, as one of our main results, the amplitude of Aharonov-Bohm oscillations is found to decrease with increasing magnetic flux and eventually, for large ripples, vanishes. Our findings may be important in carefully analyzing and understanding transport experiments on TI nanowires: our mechanism contributes to the loss of the perfectly transmitted mode, obtained at half a flux quantum in magnetotransport experiments [12,41–43]; the effective surface Hamiltonian we derive also simplify the theoretical analysis of magnetotransport experiments with systematically nonuniform cross sections [44,45].

A natural question raised by our work is what happens to the Majorana mode obtained in TI nanowires when proximitized by a superconductor. To obtain topological superconductivity, the odd number of modes, related to the perfectly transmitted mode, is important. Since ripples generally break the protection of the perfectly transmitted mode when combined with scalar disorder, it is an important future research direction to understand in detail the interplay of ripples and superconductivity; however, our results suggest that at low chemical potentials and not too large ripple sizes, transport still resolves the odd number of modes in the presence of a flux quantum. When coupled to superconductivity, this suggests that the Majorana mode will still be present.
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APPENDIX A: THE DIRAC EQUATION FOR NANOWIRES WITH A RIPPLED SURFACE

In this Appendix, we derive the Dirac Hamiltonian describing the surface states of a nanowire surface with smooth deformations of the cylindrical surface. We provide two complementary derivations. First, we consider a two-dimensional field-theoretic approach that describes fermions on a curved manifold. We then revisit the problem from the lattice point of view [26] where we construct an effective surface Hamiltonian starting from a microscopic Hamiltonian of the topological insulator.

1. A field-theoretic derivation

The field-theoretic description of relativistic particles on curved spacetime background is based on the fundamental principles of Lorentz invariance and general covariance. Based on these symmetry principles, spin one-half particles, placed on a \((2 + 1)\)-dimensional curved manifold with metric
\[
ds^2 = g_{\mu\nu}(x)dx^\mu dx^\nu
\]
are described by the covariant Dirac equation
\[
\gamma^\mu \nabla_\mu \psi = \gamma^\mu (\partial_\mu + \Gamma_\mu) \psi = 0.
\]
Here, the spin connection term \(\Gamma_\mu\)—which describes the rotation of the spinors in a local coordinate frame—is a linear combination of the Dirac matrices with metric-dependent coefficients [27],
\[
\Gamma_\mu(x) = \frac{1}{2} \langle \Sigma^{\alpha\beta} \hat{V}_\mu(x) (\partial_\mu \hat{V}_{\nu} - \hat{V}_{\nu} \Gamma_\mu \hat{V}_{\beta}),
\]
\[
\Gamma^\mu_{\nu \mu} = \frac{1}{2} g^{\mu\rho} (\partial_{\mu} g_{\sigma\nu} + \partial_{\sigma} g_{\mu\nu} - \partial_{\nu} g_{\mu\sigma}),
\]
with \(\Gamma^\mu_{\nu \mu}\) the Christoffel symbols. To make the rotation flow better, we indicate with the first eight greek letters the Minkowskian metric indices, but with the last 16 we indicate the curved spacetime metric indices; repeated indices are summed over. The vielbeins \(V_\mu^\alpha(x)\) are the tangent vectors at each point \(X\) with normal coordinates \(x^\alpha\) on the manifold,
\[
V_\mu^\alpha(X) = \left( \frac{\partial \bar{X}}{\partial x^\mu} \right)_{x=X}.
\]

The generators of the Lorentz group, \(\Sigma^{\alpha\beta}\), are given in terms of the Dirac matrices \(\xi^\alpha\), which satisfy the Clifford algebra \([\xi^a, \xi^b] = 2i \eta^{ab}\), by
\[
\Sigma^{\alpha\beta} = \frac{1}{2} [\xi^\alpha, \xi^\beta].
\]
By definition, the local Dirac matrices \(\xi^\alpha\) do not transform under a general coordinate transformation, in contrast to their covariant Dirac matrix counterparts
\[
\gamma^\mu(x) = V_\mu^\alpha(x) \xi^\alpha.
\]
A convenient representation of the Dirac matrices $\xi^a$ in two spatial dimensions is

$$\xi^0 = -i\sigma^z, \quad \xi^1 = \sigma^y, \quad \xi^2 = -\sigma^x,$$

such that the generators of the Lorentz group (A5) are written in the form

$$\Sigma^{01} = -\frac{1}{2}\sigma^x, \quad \Sigma^{02} = -\frac{1}{2}\sigma^y, \quad \Sigma^{12} = i\frac{1}{2}\sigma^z.$$  \hfill (A8)

Since the metric is independent of time, there is an associated Killing vector in the time direction indicating time translation invariance of the equation of motion and therefore an associated conserved quantity: the energy. We can thus define a Hamiltonian, and from Eq. (A2) we have

$$i\hbar\partial_t \psi = H\psi,$$

$$H = i\gamma^0\gamma^1(\partial_1 + \Gamma_1) + i\gamma^0\gamma^2(\partial_2 + \Gamma_2).$$ \hfill (A9)

The general metric for the surface is written in the form

$$ds^2 = (1 + a^2_\theta) dx^2 + 2a_\theta a_\phi dx \, d\theta + (a^2 + a^2_\theta) d\theta^2 - dt^2,$$

where $a_\phi = \frac{\hbar}{\sqrt{\alpha}}$ and $a_\theta = \frac{\hbar}{\sqrt{\rho}}$. In the matrix form, the metric $g_{\mu\nu}$ and the inverse metric $g^{\mu\nu}$ are written as

$$g_{\mu\nu} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 + a^2_\phi & a_\phi a_\theta \\ 0 & a_\phi a_\theta & a^2 + a^2_\theta \end{pmatrix},$$ \hfill (A11)

$$g^{\mu\nu} = \frac{1}{\det g} \begin{pmatrix} -1 & 0 & 0 \\ 0 & a^2 + a^2_\phi & -a_\phi a_\theta \\ 0 & a_\phi a_\theta & 1 + a^2_\theta \end{pmatrix},$$ \hfill (A12)

where $\det g = a^2 + a^2_\phi + a^2_\theta a^2$.

If we fix the gauge, the vielbein matrix is written in the form

$$V^\alpha_\mu = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \sqrt{1 + a^2_\phi} \frac{a_\phi a_\theta}{\sqrt{1 + a^2_\phi}},$$ \hfill (A13)

which satisfies Eq. (A1). Note again that $\mu$ refers to the curved space index, and $\alpha$ to the local coordinate system. We can transform these indices from covariant to contravariant by using $g_{\mu\nu}$ and $\eta_{\alpha\beta}$, respectively. In that case, the inverse vielbein matrix is

$$V^\mu_\alpha = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \sqrt{1 + a^2_\phi} \frac{a_\phi a_\theta}{\sqrt{1 + a^2_\phi}},$$ \hfill (A14)

Christoffel symbols with at least one index zero vanish; the remaining ones are

$$\Gamma^1_{11} = \frac{1}{\det g} a_\phi a_\theta a^2_\phi, \quad \Gamma^1_{12} = \frac{1}{\det g} a_\phi a_\theta a_\phi a_\theta, \quad \Gamma^1_{22} = \frac{1}{\det g} a_\phi a_\theta (a_\phi a_\theta - a^2 - 2a^2_\phi),$$ \hfill (A15)

$$\Gamma^2_{11} = \frac{1}{\det g} a_\phi a_\theta, \quad \Gamma^2_{12} = \frac{1}{\det g} a_\phi a_\theta (a^2_\phi + a_\phi a_\theta) = \Gamma^1_{21}, \quad \Gamma^2_{22} = \frac{1}{\det g} a_\phi a_\theta (a^2_\phi + a_\phi a_\theta).$$ \hfill (A16)

The spin connection $\Gamma_1 = \Gamma_2$ is written in the form

$$\Gamma_1 = \frac{1}{\det g} a_\phi a_\theta (a^2_\phi + a_\phi a_\theta), \quad \Gamma_2 = \frac{1}{\det g} a_\phi a_\theta (a^2_\phi + a_\phi a_\theta).$$ \hfill (A17)

By calculating the coefficients, we find that the spin connection in the $x$ direction is given by the form

$$\Gamma_x = \frac{1}{2} \Sigma^{01} V^x_1 (\partial_1 V^x_1 - \Gamma^0_{10} V^x_1),$$ \hfill (A18)

By a similar calculation, we find for $\Gamma_\theta$

$$\Gamma_\theta = \frac{1}{2} \Sigma^{02} V^\theta_1 (\partial_2 V^\theta_1 - \Gamma^0_{02} V^\theta_1),$$ \hfill (A19)

By calculating the coefficients, we find that the spin connection in the $x$ direction is given by the form

$$\Gamma_x = \Sigma^{12} G_x(x, \theta),$$ \hfill (A20)

where the function $G_x$ is given by

$$G_x = \frac{a_\phi a_\theta (a^2_\phi - 3) - a_\phi a_\theta (a^2 + a^2_\phi)}{(1 + a^2_\phi)^{\frac{3}{2}} \sqrt{\det g}}.$$

$$G_\theta = \frac{a_\phi a_\theta (a^2_\phi - 3) - a_\phi a_\theta (a^2 + a^2_\phi)}{(1 + a^2_\phi)^{\frac{3}{2}} \sqrt{\det g}}.$$

We notice also that

$$i\gamma^0 \gamma^1 = -iV^1_1 \sigma^x - iV^2_1 \sigma^y = -i \frac{1}{\sqrt{1 + a^2_\phi}} \sigma^x \frac{a_\phi a_\theta}{\sqrt{\det g (1 + a^2_\phi)}}.$$
and
\[ i\gamma^0 y^2 = -iV_2^{1/2}\sigma^y = -i\sqrt{1 + a_1^2}\sigma^y. \] (A31)

Putting these all together, we find that Eq. (A9) is written as
\[
H = \frac{1}{\sqrt{1 + a_1^2}}\sigma^y (-i\partial_\theta + \Xi_\sigma) \\
+ \frac{\sqrt{1 + a_1^2}}{\sqrt{a_1^2 + a_0^2 + a_2^2 a_1^2}}\sigma^y \left(-i\partial_\theta + \Xi_\theta - i\frac{a_0 a_1 \partial_\xi}{(1 + a_1^2)}\right),
\] (A32)

where
\[
\Xi_\sigma = -i\frac{a_0 a_{\sigma \theta}}{(1 + a_1^2)}\sigma^x (a_1^2 - 3) - a_1 (1 + a_1^2) (2a_1 + a_{\theta \theta}) \\
4(1 + a_1^2)\sqrt{a_1^2 + a_0^2 + a_2^2 a_1^2}.
\] (A33)

\[
\Xi_\theta = -i\frac{a_1 a_{\theta \theta}}{(1 + a_1^2)}\sigma^x (a_1^2 - 3) - a_1 (1 + a_1^2) (2a_1 + a_{\theta \theta}) \\
4(1 + a_1^2)\sqrt{a_1^2 + a_0^2 + a_2^2 a_1^2}.
\] (A34)

For the geometry we use in the main part of this paper, we choose the coordinate system to be
\[
g_{\mu\nu} = \text{diag}[-1, 1, 1 + \delta, a^2(x), a^2(x)].
\] (A35)

In that case, \(a_0 = 0\) and from Eq. (A32) we obtain the Dirac Hamiltonian for a rippled wire,
\[
H = -i\frac{1}{\sqrt{1 + (\partial_\sigma a)^2}}\sigma^x \partial_\sigma - i\frac{\sigma^y}{a(x)} \partial_\theta \\
- \frac{i\partial_\theta a}{2a(x)\sqrt{1 + (\partial_\sigma a)^2}} \sigma^y.
\] (A36)

In the above derivation, we had used the system of natural units. By restoring the fundamental constants and coupling the magnetic flux minimally to the azimuthal momentum,
\[
\partial_\theta a \rightarrow -i\partial_\theta a + eA_\theta,
\] (A37)

we obtain the Hamiltonian that appears in the main text,
\[
H = v_F [\sigma_x g_{\sigma\sigma}^{-1/2} (-i\partial_\sigma a + A_\sigma) \\
+ \sigma_y g_{\theta\theta}^{-1/2} (-i\partial_\theta a + eA_\theta)].
\] (A38)

This equation implies general covariance of the model. While general covariance is a fundamental symmetry in relativistic system, in a condensed-matter system it is emergent. For a three-dimensional topological insulator, it goes along with the Dirac nature of the surface fermions. In the next section, we provide a microscopic derivation of Eq. (A38) that does not rely on covariance but rather on a three-dimensional, low-energy effective Hamiltonian for a lattice model of a three-dimensional topological insulator.

2. A microscopic derivation

In this subsection, we derive (A38) from the microscopic model of Takane et al. [26]. We start from a low-energy effective Hamiltonian for the bulk of the three-dimensional topological insulator,
\[
H_{\text{bulk}} = (m_0 + m_2 p^2) \tau^z + \tau^x (\sigma \cdot p),
\] (A39)

where \(p = -i\nabla\), \(\tau^a\) and \(\sigma^a\) are Pauli matrices for the real spin and orbital degrees of freedom, and \(m_0, m_2\) are free parameters. The surface of the system is described by the two-parameter-dependent three-dimensional normal vector \(X(x^1, x^2)\). The comoving coordinate system in the surface has the basis vectors
\[
e_i = \partial X / \partial x^i
\] (A40)

for \(i = 1, 2\), and the normal component \(e_3 = e^3 = e_1 \times e_2 / |e_1 \times e_2|\), which together define a three-dimensional metric for the surface,
\[
g^{3D}_{ij} = e_i \cdot e_j.
\] (A41)

By assuming that the wave function is localized at the boundary, Takane et al. [26] derived the effective surface Hamiltonian
\[
H_{\text{eff}} = \begin{pmatrix} 0 & D_- \\ D_+ & 0 \end{pmatrix}. \] (A42)

where
\[
D_+ = \sum_{i=1}^{2} \left\{ (\eta_i - m_2 \xi_i)^2 \left( \partial_i + \frac{1}{2} [\partial_i \ln(\sqrt{g})] \right) \right. \\
+ \frac{1}{2} [\partial_i (\eta_i - m_2 \xi_i)] \right\},
\] (A43)

\[
D_- = \sum_{i=1}^{2} \left\{ - (\eta_i - m_2 \xi_i)^2 \left( \partial_i + \frac{1}{2} [\partial_i \ln(\sqrt{g})] \right) \right. \\
- \frac{1}{2} [\partial_i (\eta_i - m_2 \xi_i)] \right\}.
\] (A44)

Here
\[
\eta_i = \langle \sqrt{n} I_{\sigma^i n_-} \rangle, \] (A45)

\[
\xi_i = 2 \sum_{j=1}^{2} \langle \sqrt{g} g^{ij} I_{\sigma^j n_-} \partial_\sigma n_- \rangle \langle \sqrt{g} \rangle, \] (A46)

where \(\sigma^i = e^i \cdot \sigma\) and \(\sigma = (\sigma^x, \sigma^y, \sigma^z)\). The inverse metric \(g^{ij} = e^i \cdot e^j\) is obtained by the condition \(e_i \cdot e^j = \delta_{ij}\). The two spinors \(n_+\) and \(n_-\) are the eigenvectors of \(\sigma^3\) satisfying \(\sigma^3 n_\pm = \pm n_\pm\).

For a rippled nanowire, the vector that describes the surface is
\[
X(x^1, x^2) = X(\varphi, z) = [a(z) \cos \varphi, a(z) \sin \varphi, z]
\] (A47)
in polar coordinates \((r, \varphi, z)\). By plugging (A47) into (A41), we find that Eq. (A42) takes the form
\[
H_{\text{eff}} = -i \left[ 1 + \frac{m_2}{a \sqrt{1 + (\partial_\sigma a)}} \right] \frac{1}{a} \sigma^x \partial_\varphi \\
- i \left[ \frac{1}{\sqrt{1 + (\partial_\sigma a)^2}} - \frac{m_2 a_1^2}{[1 + (\partial_\sigma a)^2]^2} \right] \sigma^y \partial_z \\
- i \left[ \frac{\partial_\varphi a}{2a \sqrt{1 + (\partial_\sigma a)^2}} + m_2 F(z) \right] \sigma^z,
\] (A48)
where
\[ F(z) = -\frac{\partial_{\alpha} a \partial_{\alpha}^2 a}{2a[1 + (\partial_{\alpha} a)^2]} + \frac{3}{2}[1 + (\partial_{\alpha} a)^2]^3 \]
\[ - \frac{\partial_{\alpha} a}{2[1 + (\partial_{\alpha} a)^2]} . \]  
(A49)

Here, we drop the argument \( z \) in \( a(z) \) for convenience. We consider the isotropic case \( (m_2 = 0) \), where the effective Hamiltonian reduces to
\[ H_{\text{eff}} = -i \frac{1}{a} \sigma^z \partial_{\phi} - i \frac{1}{\sqrt{1 + (\partial_{\alpha} a)^2}} \sigma^y \partial_z \]
\[ - i \frac{\partial_{\alpha} a}{2a \sqrt{1 + (\partial_{\alpha} a)^2}} \sigma^y . \]  
(A50)

If we couple the electromagnetic potential, substitute the coordinate \( z \) with \( x \) and \( \phi \) with \( \theta \), restore \( \hbar, v_F \), and perform the unitary transformation of the Hamiltonian by \( U = \ii (\sigma^x + \sigma^y) / \sqrt{2} \), we arrive at the equation found in the main text.

**APPENDIX B: THE TRANSFER MATRIX METHOD FOR NANOWIRES WITH A RIPPLED SURFACE**

In this Appendix, we discuss the details of the transfer matrix method \([4,34,35]\) adapted to a rippled nanowire and used in the main text. In a multichannel conductor, the transport mode basis state \( |n, \pm \rangle \) is an eigenstate of the current operator \( \Sigma^z_{nm} = \sigma^z \delta_{nm} \) with eigenvalue \( \pm \), and therefore a scattering state
\[ |\psi\rangle = \sum_n (C_n^+|n, +\rangle + C_n|n, -\rangle) \]
(B1)
carries a total current \( I \)
\[ I = \sum_n (|C_n^+|^2 - |C_n^-|^2) . \]  
(B2)

For the topological insulator nanowire, the unitary transformation \( \psi \rightarrow R \psi \), where \( R = \frac{1}{\sqrt{2}} \begin{pmatrix} \ii & 1 \\ 1 & -\ii \end{pmatrix} \) rotates the current operator \( j_\alpha = \partial_{\alpha} / \partial_{\phi} \) to \( \Sigma^z \); for a uniform wire with radius \( a_0 \), the scattering state with momentum \( k \) at high energy—appropriate for a state modeling a lead—takes the form
\[ \langle x, \theta | n, + \rangle = \frac{1}{\sqrt{2\pi a_0}} e^{i\theta/n-\ii \frac{1}{2}} e^{ikx} \begin{pmatrix} 1 \\ 0 \end{pmatrix} , \]
(B3)

\[ \langle x, \theta | n, - \rangle = \frac{1}{\sqrt{2\pi a_0}} e^{i\theta/n-\ii \frac{1}{2}} e^{-ikx} \begin{pmatrix} 0 \\ 1 \end{pmatrix} . \]

The states are normalized according to the inner product
\[ \langle \psi | \psi \rangle = \int_0^{2\pi} ad\theta \psi^\dagger(x, \theta) \psi(x, \theta) . \]  
(B4)

If the radius fluctuates, \( a = a(x) \), the wave function is
\[ \psi(x, \theta) = \sum_n \begin{bmatrix} C_n^+ \sqrt{2\pi a(x)} e^{i\theta/n-\ii \frac{1}{2}} e^{ikx} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \\ C_n^- \sqrt{2\pi a(x)} e^{i\theta/n-\ii \frac{1}{2}} e^{-ikx} \begin{pmatrix} 0 \\ 1 \end{pmatrix} \end{bmatrix} . \]  
(B5)

The Schrödinger equation \( H \psi = E_F \psi \) of (A2) for a transport mode of a disordered wire,
\[ \phi_n(x) = \begin{bmatrix} m_{1,n}(x) \\ m_{2,n}(x) \end{bmatrix} \]
\[ = \int_0^{2\pi} d\theta e^{-i\theta/(n-\frac{1}{2})} \sqrt{2\pi a(x)} \psi(x, \theta) . \]  
(B6)
is written in the form
\[ \partial_x \phi_n(x) = M_{nm}(x) \phi_m(x) , \]  
(B7)
where
\[ M_{m,n}(x) = \frac{\ii e^{-i\theta}}{\hbar v_F} \left[ E_F \delta_{n,m} - V_{nm}(x) \right] \sqrt{1 + (\partial_{\alpha} a)^2} \sigma^z \]
\[ + \delta_{n,m} \sqrt{1 + (\partial_{\alpha} a)^2} \left[ n - \frac{1}{2} + \frac{e Ba}{2\hbar} \right] \sigma^y . \]  
(B8)

Thus, we obtain the transfer matrix of the spinor that appears in the main text by integrating
\[ T_{m,n} = \mathcal{P}_x \exp \left[ \int_0^L dx_2 M_{m,n}(x_2) \right] , \]  
(B9)
where \( \mathcal{P}_x \) is the position ordering operator and \( V_{nm} = \frac{1}{2\pi} \int_0^L d\theta e^{i(x-m)\theta} V(x, \theta) \).

The transfer matrix is related to the scattering matrix elements by the relation \([34]\)
\[ T = \begin{pmatrix} t^{1-1} & r^{1-1} \\ -t^{-1} & r^{-1} \end{pmatrix} , \]  
(B10)
and in general it is hard to compute because of the position ordering operator. However, at the special case of zero disorder \( K_V = 0 \) and at the Dirac point \( E_F = 0 \), we can evaluate this matrix to find
\[ T_{m,n} = \begin{pmatrix} \cosh \theta_m & -i \sinh \theta_m \\ i \sinh \theta_m & \cosh \theta_m \end{pmatrix} , \]  
(B11)
where
\[ \theta_m = \int_0^L dx a^{-1} \sqrt{1 + (\partial_{\alpha} a)^2} \left( m - \frac{1}{2} + \frac{e Ba}{2\hbar} \right) . \]  
(B12)
yielding
\[ r' = t = \text{sech} \theta_m \]  
(B13)
and
\[ r' = r = -i \tanh \theta_m . \]  
(B14)
We obtain a perfectly transmitted mode when \( \theta_m = 0 \), or when
\[ \phi_{\text{max},n} / \phi_0 = \frac{a_0^2}{a_0^2} \left( n + \frac{1}{2} \right) \int_0^L dx a^{-1} \sqrt{1 + (\partial_{\alpha} a)^2} \]  
(B15)
as given in the main text.

**APPENDIX C: DISORDER-AVERAGED CONDUCTANCE AND PERFECT TRANSMISSION**

As argued in the main text, perfect transmission is obtained in any given fixed disorder realization. This seemingly contradicts theories of the localization transition that predict conductance at the critical point that decays to zero as system
The value of the critical flux contradiction is only apparent, and it arises from the fact that the ensemble, conductance, this is done at a size goes to infinity, \( G \sim L^{-1/2} \) [46–51]. However, this contradiction is only apparent, and it arises from the fact that the value of the critical flux \( \phi_c \) for a given disorder realization depends on the realization. When one calculates the average conductance, this is done at a fixed flux \( \phi \), which is taken to be equal to the average of the critical flux for the disorder ensemble, \( \phi = \langle \phi_c \rangle \). This will give rise to nonquantized conductance as demonstrated in Fig. 5. Here we calculate the conductance for a simplified model of the random variation of the radius, with \( a(x) = a_0 + \delta a \cos(\lambda x) \), where \( \delta a \) uniformly distributed. The conductance can be obtained by substituting this form into the expression (B12) for \( \theta_m \), which in turns gives the conductance via Eq. (B13).

The decrease of the disorder-averaged conductance with system size is shown in Fig. 6. Over a large range of systems sizes, the conductance goes as \( \langle G \rangle \sim 1/L \). The \( 1/L \) dependence can be explained from the following considerations: in our simplified model used for these figures, the effect of the disorder is essentially to shift the critical flux strength to a different value of the flux, while the shape of the conductance as a function of flux remains essentially the same. From Eq. (B12) we can model this as having \( \theta_m = \delta \theta L \) with \( \delta \theta \) uniformly distributed around zero. The average conductance, therefore, will take the form

\[
\langle G \rangle = \frac{e^2}{h} \int_{\phi_0}^{\phi+\phi_0} \frac{1}{\cosh^2(\delta \theta L)} = \frac{2 \tanh(\theta_c L)}{L},
\]

consistent with what we observe. This explanation further demonstrates that the exact decay of the average conductance obtained at the critical point will depend on the details of the disorder distribution used—we leave it for future research to determine this detailed relationship.

![FIG. 5. Conductance as a function of magnetic flux for a wire with a varying radius given by \( a(x) = a_0 + \delta a \cos(\lambda x) \), where \( \delta a \in [0.1a_0, 0.3a_0] \) and \( \lambda = 1/a_0 \). The top panel shows the conductance for a given realization \( \langle \delta a = 0.2 \rangle \) and the lower panel shows the disorder average.](image)

![FIG. 6. Conductance as a function of system size \( L \) for the model and parameters defined in Fig. 5 at a fixed \( \phi = 0.511 \). The dashed line is a guide to the eye and presents decay going like \( L^{-1} \).](image)


